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Abstract

In this thesis, the use of automation in fitness training is explored, particularly its effects on
trainers’ expertise and user experience. The research involves implementing an automated
training plan feature to support trainers. The goal is to investigate whether such automation
could compromise trainers’ expertise or bring other negative consequences. A user study was
conducted, tracking the trainers’ interactions with the automated feature to identify benefits and
potential drawbacks. Results indicate gains in the trainers’ efficiency as the time they needed to
create training plans was significantly reduced using the automated tool.

However, assessing negative impacts, particularly the loss of expertise, brought difficulties.
Trainers maintained extensive engagement, frequently adjusting automated output. This active
involvement suggests that they were able to integrate their expertise despite the use of automation.
Yet, understanding the motivations behind these adjustments remained challenging due to limited
qualitative data on the trainers’ perspectives. This hindered insights into whether adjustments
were caused by usability concerns or by accuracy issues.

In conclusion, embedding diverse interaction options within automated features can mitigate
the risk to restrict human expertise. On the positive side, automation accelerates processes, but
to prevent negative impacts, user engagement needs to be ensured. The study requires additional
qualitative insights to better comprehend automation-user dynamics.
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1 INTRODUCTION

1 Introduction

1.1 Problem

Automated processes and support by AI have become a self-evident part of our daily lives:
automatic confirmation emails, driverless cars, automatically corrected grammar errors, or
texts generated entirely artificially. Automation and AI make our lives much easier in many
ways because they provide quick and easy access to exactly the information we need or show
us suggestions that match our interests [24]. Especially in the working environment, these
technological enhancements open up a lot of opportunities that would be impossible to achieve by
human labor, such as the analysis of big data or rapidly executing repetitive tasks. Moreover, in
many areas, human workforce is scarce and expensive [25]; automating processes might not only
be cheaper but also more reliable because human faults can be avoided [23].

These technologies keep being enhanced and distributed rapidly with the focus on perfor-
mance and improvements, often disregarding the impacts they have on us and our current ways of
living. There are all kinds of opinions and speculations on what the future with these tools will
look like, but the majority agrees that their potential risks should be taken seriously. Sam Altman,
the CEO of OpenAI, recently even compared the risk of unchecked AI development to threats like
nuclear wars or pandemics [25].

Technological changes and inventions are part of the passage of time. The question is, why
the current one is so remarkable. One reason is the complexity and thus unpredictability of
the recently developed tools, like ChatGPT or other AI models[11]. It is therefore easy to lose
overview over what they do and where they play a role. Another reason is that they affect almost
everyone: it could be a 3D printer for craftsmen, robotic surgery, or code pilot generating an app -
automation and AI are applied in a very broad range of fields and professions.

Subsequently, for many, this comes with the fear that new technologies will take over their
job and make them superfluous. Ten years ago, Frey and Osborn [19] estimated, that 47% of
all jobs in the U.S. are likely to be computerized. Arntz et al. [11] questioned this result and
took a different approach to determining how many and which jobs are likely to be affected by
automation and digitalization. They also took into consideration the individual tasks that a job
includes. This way, they came to the conclusion that only 9% of jobs in the U.S. ’face high
automatability’ [11]. A finding they both stated is that lower educational jobs requiring less
expertise are more endangered to be automated. However, regardless of whether a job is taken
over fully or partly by recent technological advances, it changes common ways of working.

Another potential challenge that comes with automation and AI is the loss of control: using
it comes with the requirement to trust it, even without understanding the underlying logic. While
this causes some to be skeptical, others tend to over-rely on technology and do not question their
outcome [35]. To prevent either of these reactions, more research is needed on how to ensure that
new technologies are integrated into our lives in a way that is beneficial for us.

In summary, the problem is that recent advances in technology are developing and spreading
very quickly affecting us in various ways, which makes it difficult to track, understand and control
these changes. Therefore, more research is required firstly, on the impacts that using automation
and AI can have and how these technologies can be applied to create an added value.
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1.2 Idea 1 INTRODUCTION

1.2 Idea

The answer of ChatGPT to the question, of whether automation and AI will make humans
redundant, is: the maximal benefit comes from the combination of both, human qualities and
the power of AI and automation. This is also a much-stated conclusion in literature [54, 11].
Technologies should be used as a tool that amplifies human skills instead of diminishing them.
This is the idea behind this thesis: to combine human expertise and automation. The goal is to
analyze, whether this combination can bring added value. This will be determined by identifying
potential positive and negative impacts of using automation.

RQ1: What impacts can using automation have on expert users?

RQ2: What added value does automation bring expert users?

The impacts and added value of automation will be investigated with the focus on expert
users to ensure that the users have expertise. The reason for this specification is that the main
goal of this paper is to find out whether a balance between automation and human skills can be
achieved or if one excludes the other. This will be investigated by applying automation in a real
example, an app for personal trainers to coach their trainees. With the app, trainers can track the
athletes’ data, give feedback and generate training plans for them. Creating these plans requires
knowledge and experience as there are many factors to modify in order to achieve a certain
training goal. On the other hand, it is a repetitive task because the plans usually follow a certain
pattern. In practice, trainers are often held up by manually typing in the same values multiple
times. In addition to that, a trainer typically has multiple trainees who all expect to be supported
individually - an issue known as the one-to-many problem. Automation can provide solutions
to these challenges. Therefore, the app is used as an exemplary use case, where automation
can be integrated, while expertise still plays an important role. The benefits and impacts of au-
tomation will be investigated with the example of a tool that automatically generates training plans.

Figure 1.1: The Auto Progression Feature of MyStrength-
Book [4]

An algorithm that sets up a train-
ing plan automatically has already
been implemented in various exist-
ing apps and programs. One of them
is AlphaProgression [2], an app that
first asks the user to specify initial
settings, and then generates a train-
ing plan accordingly. The app guides
the user through the plan and all
its exercises, indicating when and
which exercises should be trained for
how long or in how many repetitions.
The user can type in whether they
managed to perform the exercise the
way it was defined by the app or not.
The app includes a logic that mod-
ifies the exercises of the following

week according to the performance of the user. MyFitCoach [8] is very similar to AlphaPro-
gression; the user flow through both apps is compared in Figure 1.2.

Other examples of apps that create training plans are JuggernautAI [5] or enduco [6]. Jug-
gernautAI is, like AlphaProgression and MyFitCoach, focused on powerlifting and bodybuilding.

2



1 INTRODUCTION 1.2 Idea

Figure 1.2: User Flow through AlphaProgression [2] (top) and MyFitCoach [8]
(bottom)

Enduco on the other side was developed mainly for cardio training for example for runners or
cyclists. The so far mentioned apps have in common that they use some sort of AI that creates
the training plans and guides the user through their training so that human trainers are no longer
needed. Opposed to that, the idea of this thesis is to support trainers with AI, not to replace
them. There are also apps following this approach, for example by MyStrengthBook [4]. In the
MyStrengthBook app, trainers can create training plans for their athletes and track their progress.
However, MyStrengthBook does not include any kind of logic or intelligence. It offers the feature
’Auto Progression’, but this requires the trainer to give input and does not automatically come up
with a new training plan (see Figure 1.1).

In order to answer the research questions, a tool will be built that is able to generate a training
plan automatically. It involves a logic that can tune the plan according to the athlete’s individual
performance. However, the trainer is still required to review the automated plan. The trainer
can accept it or modify it. This training plan tool will be integrated into the existing Traindoo
app, where it will be tested by its users. The tool is meant to exemplarily represent a possible
combination between human expertise and automation. By testing it, its potential added value and
impacts can be found and the following hypotheses can be verified or rejected:

Hypotheses on positive impacts of automation

I. Automation helps trainers to save time.

II. Automation increases the trainers’ productivity and quality of work.

Hypotheses on negative impacts of automation

III. Automation restricts the integration of human expertise.

IV. Automation creates stress or skepticism among the trainers.

V. Automation causes a lack of motivation and attentiveness among the trainers.

3
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1.3 Outline

In order to answer the research questions, the following steps will be taken. First, literature
research is done to clarify, what automation means, in what contexts it is used in combination
with human expertise, and what challenges come with it. Then, the focus is put on the user side
to be able to characterize and understand the trainers, their ways of working, and their limitations
better. Data on this is collected via a pre-study survey sent to the trainers. Furthermore, the sports
training context and especially the logic behind training plans are researched to be able to develop
a tool that automatically generates training plans.

Knowing the context and users for which automation will be applied, the main topics will
be addressed, which are the impacts and added value of automation. In order to analyze them,
an automated training plan tool is built and integrated with the existing training app. This pro-
cess consists of the common steps of a software development cycle: first, the requirements are
determined according to the outcome of the user survey and research. Then, the new system is
designed and implemented in React Typescript. To identify a potential added value, a user study
is conducted. For this, user data is tracked on how trainers usually create new training plans using
the existing methods and on how they use the new automated tool. Both data sets are compared
in order to determine possible impacts and whether using the new tool has added value for the
trainers. The trainers are asked to give feedback via a questionnaire during and after the user study
on their experience with the tool and its usability.
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2 Background

As the research question will be investigated by testing an automated tool applied in the sports
context, some basic terms and concepts of sports training and training planning will be explained
first.

2.1 Online Sports Training

Just like many other fields, sports has become a very versatile setting that no longer only takes
place in real life or in person. At the latest since COVID-19, online fitness plan providers or
coaches have experienced a massive increase in demand. The World Economic Forum [22] in
September 2020 announced that the number of fitness and health app downloads has increased
globally by 46%. Reasons for this growth are not only the pandemic, as a market analysis
published by Globe Newswire shows [7]. The high demand in online fitness training is due to
technological advances, like AI, apps and wearables, people’s ’on-the-go’ lifestyles and their
wish for personalized programs. This demand is expected to grow significantly in the upcoming
ten years.

These changes do not only affect athletes, but also trainers. Apps and online coaching opens
up many new opportunities; tracking and supervising the training does not have to happen on
paper and in real-time anymore. This is the idea behind the Traindoo App: an app where athletes
and trainers can simultaneously enter their training progress or feedback, instead of exchanging
fixed tables or plans of training data in real life.

Figure 2.1: Training Log by Glenn Pendlay [1]

Figure 2.2: Training Plan in the Traindoo App

Figure 2.1 shows a training plan
by Glenn Pendlay, a famous Amer-
ican Olympic weightlifting coach
[1]. To him, the key to success in
weightlifting was keeping a training
log. A training log contains all
details about the executed exercises
and determines the parameters of
the upcoming exercises. Tracking
the training progress that way is
especially common in power- and
weightlifing, bodybuilding and
calisthenics [43]. Therefore, the
Traindoo App is mainly focused on
these types of sports. Figure 2.2
shows what a training plan looks
like in the app. On the left half of
the app screen, the trainer can set
the values for the exercises and on
the right half the athlete can enter
what they achieved. The exercises
in powerlifting and bodybuilding
can be similar, however, the training

goals are different. Powerlifting is about reaching a maximal weight in the three main lifts squat,
deadlift and benchpress [30]. In bodybuilding, the goal is to grow as much muscle mass as
possible via strength training with weights [10]. In calisthenics, the basic idea is to mainly train
with body weight instead of additional weights [47].
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2.2 Planning a Training

As mentioned in 1.2, creating a training plan requires knowledge and experience because it
involves many parameters that can be tuned individually depending on the training goal. There
are three main goals: endurance, hypertrophy and strength [30]. Hypertrophy means making
a muscle increase in size by causing muscle fibers to grow. Strength is the ability of a muscle
to withstand certain stress in form of pushing, pulling, lifting etc., independent of its size [3].
Endurance is the ability of a muscle to take that stress for a certain amount of time, independent
of the magnitude of the stress [42].

Factors Determining a Training Plan
When setting up a training plan for a new athlete with unknown training history, first, some
general information about the athlete and their life style needs to be collected; for example, age,
diet or sleeping rhythms. Furthermore, it is essential to specify the athlete’s goal, their motivation
(e.g. fun or competitions) and their availability [39]. To create a training plan for a known athlete
with known training history, the first factor to determine is the phase they are currently in: do
they have a competition ahead, are they in recovery, also called deload phase, or do they follow
general, unspecific training [39]. Apart from the phase, in most cases also the training cycle is
relevant. The concept behind training cycles is to split the training into periods of overload and
recovery. The periodization causes the body to constantly adapt to the changes and this way
build up fitness faster than chronologically constructed training schedules [30]. A periodized
training plan consists of macro-, meso- and microcycles, whereof microcycles are the smallest
and macrocycles the biggest unit [13]. Furthermore, there are different types of periodization, the
linear, the undulating, the reverse and the block periodization [30]. The differences between these
types will become apparent in the following.

The remaining factors to determine for a new training plan are the exercises it should contain
and what values their parameters should be set to. To decide on suitable exercises, it is necessary
to know the way in which they affect the muscle. A muscle has three working modes, concentric
(positive-dynamic), eccentric (negative-dynamic) and isometric (static) [30]. The first part of a
pull-up for example is concentric and the second part eccentric. A plank or a wall sit would be
isometric. The main parameters of an exercise are the load, with which it should be executed,
and the number of repetitions indicating how many times it should be repeated. There are
more parameters, like the number of sets, the RIR (reps in reserve) or RPE (rating of perceived
exertion), that can all be tuned according to the desired training outcome [13]. The so far
described process of setting up a training plan is summarized in Figure 2.5.

Training Plan Theories and Examples
In general, creating a training plan is about deciding which factors are relevant and how they
should be modified. The modification of parameters from training plan to training plan is called
progression, because it is a gradual adaption of values to make the exercises more challenging
[16]. There are many different theories on how to modify the above described factors and
parameters when planning a training. The basic factors, that influence the remaining parameters
are experience level and goal of the athlete [13]. The experience level of an athlete impacts a big
part of the training, for example its duration and frequency, but also the number of exercises and
sets and the load and repetitions per exercise (see Figure 2.3). Load and repetitions also depend
on the athlete’s goal. Someone, whose goal is to build maximal strength, should train with high
loads and little repetitions. The opposite applies when training endurance (see Figure 2.4).

6
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Figure 2.3: Different experience levels and how they influ-
ence the setup of a training [13]

Figure 2.4: Different training goals
and how they influence training pa-
rameters [13]

Figure 2.5: Variable parameters within the process of creating a training plan

It gets more complex when considering the different types of alternation between exercise sets
and between training weeks. Modifying the parameters is important because that way, the body
is forced to continuously adapt to the changes, in other words, training progress can be achieved
[30]. There is a number of patterns for the alternation between sets and weeks. The standard pat-
tern is to increase the load from week to week with constant repetitions and constant sets. Another
pattern is the pyramid method, where load and repetition are changed between sets: it starts off
with high repetitions and a small load with decreasing repetitions and increasing load towards the
last set [13]. Furthermore, there is also the 5x5 pattern and the 5/3/1 method. In the 5x5 pattern,
an exercise is repeated five times in five sets [14]. The 5/3/1 method refers to lowering the number
of repetitions from five in the first set to one in the last [45]. The type of pattern that is cho-
sen again depends on the overall training goal or sometimes also on personal training philosophies.

7



3 RELATED WORK

3 Related Work

In the course of this work so far, the terms automation and AI were often used interchangeably.
To shed more light on recent technological advances, in the following chapter, the differences
between them, their use cases and challenges that come with them, will be pointed out. When
reading about automation, it is many times mentioned together with AI. Because of the re-
cent release of the AI chat bot Chat GPT, the more dominant part is often AI. The idea of
some powerful computer intelligence comes to one’s mind without questioning further, what
is really meant by that. In this chapter, automation is differentiated from AI and other recent
technologies to be able to better place the focus of this work within the range of other technologies.

3.1 Automation and Other Recent Technologies

Artificial Intelligence is the simulation of the human intelligence, while automation means letting
technology perform a task with little or no human intervention [18]. This is also, what AI is doing,
but with the ability to interact, summarize and learn. Automated jobs typically do not involve
such skills. These ’smart’ capabilities are what makes, for example Chat GPT, special compared
to already existing technologies, like search engines. At first sight, both do the same, giving
answers to our questions, but search engines simply output, what they found on the internet, while
intelligent chatbots generate their own response based on their learned knowledge and on our
input [17].

Intelligent Chatbots belong to a form of AI called Natural Language Processing, which is only
one of many other types of AI, like computer vision, robotics or predictive analytics [53]. The field
of AI is huge and will not be discussed further here, since the point of this chapter is only to give
on overview over recent technologies. As opposed to AI, automation is typically used for tasks
that humans would also be capable of fulfulling, only needing much more time [33]. This is the
case for repetitive jobs, for example, or for processes that involve large amounts of data. Frey and
Osborne [19] estimated in 2013, that employments which are at high risk of automation are mostly
office and administrative support, service and sales. Jobs within education, community service,
arts and media are at a lower risk because they do not involve as many repetitive tasks. Instead, they
require qualities like creativity, social intelligence and manual dexterity [19]. Frey and Osborne
[19] considered these capabilities to be non-automatable. Today, with the progress of AI, this
has changed and it has become more difficult to find a task, that cannot be automated, especially
in combination with AI. Still, it has become apparent that even with these advances, new tasks
come up that require human intervention, like reacting to failure or unforeseen challenges [11].

Figure 3.1: IUI with a
Virtual Companion [36]

Automation and AI are not just used as standalone tools, but they
are often combined with existing systems. One example is the inte-
gration of AI into user interfaces, known as intelligent user interfaces
(IUIs) [27]. With recent advances, technologies become smarter and
more automated, but still, some sort of interface between them and
us as users almost always remains. Therefore, the idea is to optimize
interfaces using AI. The ideal interface is one that knows the user and is
able to understand them just from natural human interaction methods.
This can be achieved using AI methods, like speech recognition or
computer vision [27]. IUIs can interpret the user’s desires and adapt
to them and the situation individually; for example, they change the
visualization space or content structure accordingly. IUIs know about
the user and the situation because they use various models containing

8
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information about the user, the task they want to achieve and the context [28]. These models are
continuously updated to ensure that the interface reacts correctly. Noh et al. [36] built an IUI
with a virtual companion to assist elderly using smart phones. They displayed the companion as
3D character that reacts to the user via speech and activity recognition and shows the user the
required information as animation. When the phone receives a call, for example, instead of dis-
playing the call, the companion lets the user know with the corresponding gesture (see Figure 3.1).

3.2 Automated and Intelligent Support in Different Contexts

The idea of this thesis is to support professionals by automating parts of their job without losing
their expertise. The concept of such an automated support system can be found for all kinds of
professions since experts across various fields often have similar struggles: they need to handle
a lot of data in a limited amount of time and face the one-to-many problem [54, 37]. A short
overview over automated support systems used in other areas is given in the following.

Healthcare and Medicine
The one-to-many problem is quite severe in healthcare and medicine because of the shortage
of staff. This has the consequence, that sometimes staff is employed that has not finished their
education or has not had enough training yet [23]. According to Harleem et al. [23], many patients
suffer or even die from faulty treatment by insufficiently trained doctors. Medical training can be
very complex because often the real-life scenario, for example surgery, is complex to recreate in
a practice setup. Automation and AI can improve this situation by automatically evaluating the
trainees’ performance and giving them direct feedback. Furthermore, it can provide very accurate
simulations of complex real-life scenarios in hospitals [48].

Figure 3.2: Hypervideoes giving automated feed-
back to veterinary students [48]

An example for such an automated
training tool was developed by Tiellet et al.
[48]. They investigated how well veterinary
students are able to practice surgery using only
hypervideos (videos with enhanced features).
They found that students who did not train
with these hypervideos performed worse in
the surgery than the ones who did use them.
This specific example does not include AI or
automation, but still serves as representative
example since the hypervideos could also
be replaced by AI simulations. Another
experiment, that does include automation
and AI, was conducted by Ahmad et al. [9].
They developed an algorithm that is able to
produce feedback on a trainee’s surgery performance. Then they investigated, how accurate
this automatically generated feedback was compared to feedback by human experts. In the
experiment, the trainees were asked to perform two different tasks. For one task, the automated
feedback differed only 1% from the expert feedback, while for the second task it differed by 21%.
This shows that the evaluation skills of an AI might not easily be able to keep up with human skills.

Education
Within the field of education, there is broad range of potential use cases for automated support
systems. Pera and Ng [38] developed a recommender system that gives teachers book suggestions
that match their students’ state of knowledge and interests. They found, that the automatically

9
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suggested books were more accurate than the suggestions given by the teachers. This could be due
to the fact that technology is much better at getting an overview over a lot of data and outputting
the required info. However, they also point out that the recommender system still requires input
by the teacher to provide some context and boundary information.

Another example of automation used in education is the feedback system built by Goncalves
et al. [21]. In their setup, the students had to work on remote laboratory exercises. They
developed a system developed that reported the errors the students made. This way, they got
immediate feedback without any intervention by the teacher. This can be very beneficial,
especially in an online learning setup. Moreover, the system might also reveal some of the
students’ misunderstandings or deficiencies, that would not have become apparent to the teacher
otherwise. However, Goncalves et al. [21] also point out that the system lacked to ability to
identify the type of error. In their experiment, 68% of the students’ errors were caused by previous
errors. The system did not recognize this correlation and thus gave a less precise feedback than a
teacher would have.

The idea of automated feedback systems for students is not new - already in 2001 Odekirk-
Hash and Zachary [37] published a study on a tool that automatically assesses students’
performance in programming tasks. Their goal was to address the unbalanced teacher to students
ratio. Interestingly, in their experiment, Odekirk-Hash and Zachary [37] found that students
with access to the tool performed equally as the students without, but asked the teacher less
frequently. Therefore, they concluded their automated feedback tool can help teachers overcome
the one-to-many challenge and works well as supplementary support.

With the most recent developments, especially with the release of Chat Gpt, now support
by AI is available for everyone, for teachers as well as for students. Besides, the opportunities
and benefits, this also brings a lot of new question, for example how to assess work that students
produced with the help of AI.

Sports

Figure 3.3: Automated feedback sys-
tem for Ballet dancers [50]

Similarly as automated feedback is used in medical
training and education, it is also applied in sports.
Trajkova [50] recently started a research on different
AI-based video tools that evaluate the performance
of ballet dancers. Interestingly, her goal is not only
to support ballet trainers, as it was the case for most
applications in medicine and education, but primarily to
make ballet training more accessible. Ballet teachers can
be expensive and their expertise was often exclusively
passed on to them by previous generations. In her
research project, Trajkova [50] wants to develop a tool
that evaluates videos of ballet dancers. With this tool,
everyone would be able to learn ballet, independent of
whether they can afford or have access to a teacher, or
not. Digitalizing and storing ballet knowledge this way
also opens up many opportunities because everyone can
contribute to it or reuse it. Nevertheless, the question
remains whether feedback by such a tool is as precise
and effective as by a teacher.

10
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Lee et al. [31] implemented a feedback automation system for therapists to give feedback on
their patients’ exercises. They chose a different approach as their idea is to get the best from both,
automated and human knowledge. They combined a data-driven model with a model based on the
therapist’s feedback. By including the therapist’s knowledge into the model, it is able give more
personalized results. Lee et al. [31] found that this kind of hybrid model performs better than the
data-driven model alone. This shows the importance of human knowledge despite the abilities
of automation. Furthermore, they emphasize that the hybrid approach does not only improve the
model’s performance but also enables the therapist to understand and control the model.

The challenge is not only to make automated feedback as high-quality as human feedback,
but also to bring it across in a comprehensible way. Tang et al. [46] explore different visualization
options to present feedback on physiotherapy exercises. They reported that one of the main
difficulties was to provide enough guidance while not overloading the user with too many details.
Suggested solutions are to only show parts of the body or to use scaffolding. Besides giving
understandable feedback, another challenge is to capture the patients as they are doing the
exercises. Main issues with this are camera placement and depth capture. In short, when it comes
to conveying feedback, human communication skills are difficult to replicate. This leads to the
assumption, that even if feedback was not fully produced by humans, it might be beneficial to let
them transmit the message.

Summary
The ways automation is applied for expert users in other fields has been researched because
experts from different fields often face the same issues that automation can provide solutions
to, for example the shortage of resources like time and staff or a restricted accessibility [54]. It
has been shown that the use of automation to support experts was partly successful and partly
revealed shortcomings. For instance, the automated system used by teachers that selects matching
books for their students gave more accurate results than what the teachers would have been able
to come up with [38]; the automated feedback for ballet dancers relieves ballet teachers and
makes ballet dancing more accessible [50]. On the other side, an automated error report system
for students was found to be less helpful than the teacher’s feedback because it was not able to
identify the type of errors [21]. Automated feedback systems for patients doing physiotherapy
exercises did not perform as well as human therapists either because they lacked soft skills, like
comprehensible communication [46], or differed a lot from the therapists’ feedback [31]. Hence,
from the investigated use cases of automation for experts, it is unclear whether automation brings
an added value or not. Therefore, a separate use case, the automated training plan tool, will be
investigated throughout this paper to be able to better specify the positive and negative impacts of
automation and with this, its added value.

3.3 Interacting with Automation

Independent of the field automation is used in, it always changes our ways of working. Tasks that
we used to perform ourselves, applying our skills and knowledge, are completed automatically.
In a few cases, this means that we do not have to intervene anymore at all, but most of the
times new tasks come up that require human qualities, such as controlling automated tools or
giving them the right input [11]. Interacting with these tools can have various impacts: it can
trigger emotions like fear or excitement [35] or it can have long-term influences, like the decrease
of conscientiousness or expertise [54]. In the following, ways of interacting with automation
is explored and what possible consequences for users, in particular for professionals, this can have.
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Ways of Using Automation and AI
Wang et al. [54] did a research on what scientists think about integrating automated AI in their
work process. They identified three ways, automated AI is considered as among the scientists:
AutoAI can be a collaborator, a teacher or a standalone expert. In the first case, AutoAI takes
over trivial parts of the expert’s job, points out possible weaknesses of the expert’s work or
inspires them to take another approach. In the other two scenarios, the user does not have enough
knowledge, so that AutoAI takes over the job partly, while teaching the user, or fully as standalone
expert. Then, the problem is that users might not be able to interpret the result of the AutoAI or
deploy it correctly in different situation. Furthermore, they would also not be able to recognize
when the AutoAI produced nonsense. From this, Wang et al. [54] conclude that it is crucial to
consider technology as augmentation of human skills, not as replacement.

Consequences and Reactions caused by Automation and AI
When users have enough expertise, they can better control and understand automated system,
but they still face other challenges. Experts can lose some of their flexibility for example
because they have to adhere to some predefined method [54]. Furthermore, even if only in-
significant tasks are executed by automation, dealing with these tasks sometimes helps experts to
get a deeper understanding of the task or they accidentally discover hidden correlations on the way.

The scientists’ opinions on using automation and AI, that Wang et al. [54] stated in their paper
are mixed. On the one side, they saw technology as chance to increase the expert’s productivity
because automation can be faster and more accurate. It can also be cheaper and beneficial for an
expert team in general, because less specific expertise is required and a broader group of people
can contribute to a task with the help of AI. On the other side, some expressed the concern that
using these tools makes complex jobs accessible to anyone, also to those who are not qualified
for it. Both sides agreed that human expertise is still needed to check and interpret the outcome
of automated processes.

There are not only concerns about the impact on the outcome of the job, but also about the
impact on the users themselves. In general, users tend to evaluate potential risks or threats before
interacting with new technologies [51]. Automation and AI can be threatening in particular
because of its complexity, scope and use of a lot of personal data [35]. In addition to that, there
are the already described changes caused by automation and AI of unknown extent, like loss of
control or even jobs or new working structures [20]. Common reactions to this are fear, stress or
insecurity [35].

Preventing Negative Impacts of Automation and AI
In literature, there is a lot of research on factors that influence users to engage with a technology
or not, known as the behavioural intentions to use’ (BIU) [35]. These factors are essential for
developing beneficial, human-centered technologies. Beneficial AI is a much used term in litera-
ture [12, 40] which means to put human safety and well-being over technological advances when
developing new tools [41]. There are many approaches to identifying the factors influencing user
behavior, for example the Technology Acceptance Model (TAM) [51] or the Unified Theory of
Acceptance and Use of Technology (UTAUT) [52].
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Figure 3.4: TAM model [51]

Figure 3.5: UTAUT model [52]

Both models include theories on when consumers are willing to use a technology or not.
According to the TAM [51], this decision is based on the ease of use and usefulness of a system.
The UTAUT model [52] has been developed more recently and involves additional aspects such as
the consumer’s social context or their affinity to innovation. If these factors are handled correctly,
negative impacts on users by technology are limited and thus users are willing to engage with it.

Meyer-Waarden et al. [35] expand these models and also consider cognitive aspects (trust,
security and privacy), affective aspects (social recognition, hedonism) and well-being. Interest-
ingly, they found that users prefer secure, controllable technologies over highly advanced and
fully automated systems. From this, they concluded that trust is one of the most important factors
for users to be willing to accept new technologies. Also Wang et al. [54] state that trust is an
important prerequisite for the interaction with automated systems. This brings up the question:
when do users trust technology?

Trust in Automation and AI
According to Meyer-Waarden et al. [35], trust is established by three factors: transparency of
how the system operates, a competent performance of the system and the ability to regain control
over the system anytime. Transparency as essential factor is also emphasized in Wang et al.’s
research [54] on the collaboration between scientists and AI. They concluded that for automated
systems to be used successfully, they have to be transparent and explainable. Explainability as
crucial requirement for the usage of automation and AI is reoccurring in many other sources
[49, 44, 26]. The European Comission released guidelines for requirements of trustworthy AI
where explainability is one of them [44]. Jacovi et al. [26] state explainability as cause of
intrinsic trust, meaning that the user trusts a system because they can understand how it works.
Explainability is also one of the four criteria that Toreini et al. [49] identified for technologies to
be trustworthy. Their remaining three criteria are fairness (to avoid biased systems), auditability
(to be able to monitor the operation of the system) and safety (to ensure that the system is robust
against attacks by hackers).

The importance of safety to the user, is also highlighted by Meyer-Waarden [35]. They state
that 93% of all european citizens have concerns about data theft or fraud. Accordingly, if users
do not feel that their data is safe with an automated system, they do not trust it. Also among the
guidelines by the EU commission for trustworthy AI, requirements like technical robustness, data
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governance and privacy are listed [44]. Mehrotra et al. [34] take a different approach to investi-
gating what it takes to develop trustworthy technology. In their experiment, they let participants
work with AI agents that acted according to different values. The result was that agents whose
values were similar to the participants’ ones were trusted more. This makes value similarity also a
factor to consider when establishing trust in technology. A summary of all factors that can create
trust among users is shown in Figure 3.6.

Figure 3.6: Factors establishing Trust in Technology [44, 34, 49, 26]
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4 Concept

Before implementing a tool that automatically generates training plans, a short overview will be
given of the status of the app into which the tool will be integrated. Furthermore, the context of the
app will be specified by analyzing its users. From this, requirements for the tool will be derived
which will guide the implementation process.

4.1 The Current System

4.1.1 Traindoo

The Traindoo app originated from the idea to provide a platform for trainers and their trainees
to exchange training data and feedback quickly. Digitalizing coaching this way makes it more
flexible, since it is time and location independent, and opens up additional possibilities, such as
data tracking and analysis. The Traindoo app includes three main functionalities: planning a
training week, tracking health and training data, and giving feedback. The app exists as a web
version for trainers and as a mobile version for athletes.

In order to create a new training plan, the trainer can assemble it by adding or modifying
exercises for each day of the upcoming week. The athlete sees the created plan in their mobile
version. When performing the specified exercises, the athlete can enter the corresponding values,
like load and repetitions, and add a comment or video. The trainer then checks the athlete’s entries
and gives feedback. There are two options for the trainer to set up a training plan: by starting from
scratch with an empty plan or by copying and pasting the plan from the previous week. Either
way, the trainer has to go through every training day and add or modify each set of each exercise
manually. Parts of this process are shown in Figure 4.1.

Figure 4.1: Creating a new training plan via the existing options ’Blank Plan’ and ’Copy Previous
Week’
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4.1.2 User Analysis

The above described ways of creating a training plan can be very repetitive, especially since
training plans often follow a certain pattern (see Chapter 2.2). Therefore, the idea is to automate
the planning process; thereby, automation needs to be integrated in such a way, that it brings added
value for the trainers. As concluded from literature, to achieve the maximal benefit, automation
should be used as a tool to amplify human skills, rather than to replace them. Furthermore, it has
been found, that the negative impacts can be reduced by developing human-centered technology.
Thus, the user, in this case, the trainer, has to be put in focus. All users of the Traindoo app
have been asked to answer an online survey aimed at collecting data on their background, ways
of working, and challenges. This way, a better understanding of the user group can be obtained,
which will guide the development of the automated training tool. The survey is divided into a
general part about the trainers’ background and a more specific part investigating their goals,
habits, and challenges. The last part is aimed at determining the technology affinity among the
trainers.

Background Information on the Trainers
In total, 48 trainers completed the survey. Most of them (one-third) are active in powerlifting,
followed by bodybuilding and general fitness. The minority coaches calisthenics or works as
physiotherapists. For around 17% of the participants, the type of sport is unknown (see Figure
4.2). Most trainers do not have more than ten trainees. Only three of the participants coach over
20 athletes. The rest teaches between 10 and 20 athletes or has an unknown number of trainees
(see Figure 4.3).

Figure 4.2: Distribution of the sports
types among the trainers

Figure 4.3: Number of trainees

The number of years, the participants have been active as trainers is pretty equally distributed
between less than a year and more than five years (see Figure 4.4). This implies that the partici-
pants have various levels of experience. Also, the ways they got to this knowledge and experience
are quite diverse. 50% acquired their trainer knowledge on their own initiative via self-study and
research. Only one quarter followed a study course or similar education program in order to be-
come a trainer. The remaining quarter learned from practical experience or role models (see Figure
4.5). What most have in common, however, is that they are trainers as part-time job. Only roughly
30% are full-time trainers.
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Figure 4.4: Number of years the participants
have been active as trainer

Figure 4.5: Sources where trainers got
their knowledge from

The Trainers’ Goals, Working Habits and Challenges

Figure 4.6: Reasons why the participants have become train-
ers

Figure 4.7: Tasks that trainers stated to be particularly time-
demanding

To be able to better under-
stand and analyze the trainers’
user behavior, the survey also
included more personal questions
about their work as trainers. One
question asked for the reasons for
becoming a trainer (see Figure
4.6). Most participants answered
that they want to support others
and help them in reaching their
goals or in discovering the ben-
efits of sports. The second most
common reason was the trainers’
passion for the sport. A few also
stated that being a trainer enables
them to become more successful
in their sport themselves and to
personally grow. It is remarkable
that only two trainers mentioned
money as the main reason. An-
other two became trainers because
it went well with their careers
or existing job. Overall, the
results show, that the majority of
the participants are intrinsically
motivated to be trainers and follow
their job by conviction. This lets
assume that they tend to put a lot
of effort into it. A consequence
of intrinsic motivation can be that
people invest too many of their
resources and end up running out
of time or being overworked. To
find out if this is the case for the

trainers, they were asked what tasks of their job they spend a lot of time on. The answers show that
the number one of the most time-consuming tasks is the communication and feedback between
trainer and trainee. Number two is creating training plans. Training plans being the second most

17



4.1 The Current System 4 CONCEPT

time-consuming factor leads to the assumption that automating the planning process could free
up some of the trainers’ time. The remaining tasks categorized by the trainers as particularly
time-consuming are shown in Figure 4.7.

To find out more about the trainers’ relation to their trainees, the survey also contained a
question of whether trainers frequently interact with their trainees one-to-one. 94% answered
yes; two of the ones who said no gave a shortage of time as a reason, and one said that there is
no need for a one-to-one exchange. This result matches well with the fact that most trainers are
intrinsically motivated and spend most time on communication and feedback, which has been
found in the above-described answers.

Lastly, the survey was meant to find out what functionalities the trainers would like to have
added to the Traindoo app. The answers include a variety of suggestions. Many of them concern
the creation and visualization of training plans. For the visualization, a much-mentioned request
is to have a clear and comprehensive overview of the training plan and related information, such
as the training data of the previous week for example. When creating a new training plan, many
would find it helpful to have template plans as orientation for adapting the training parameters.
Additionally, multiple participants requested a feature showing progression patterns or prognoses
when setting up a new plan. Such progression patterns seem to be relevant, especially for the
load parameter: one participant would like the app to be able to calculate the precise load value
automatically based on some basic input by the trainer, for example. Another one wrote that the
app should recognize when the load has been changed by the athlete and take over the modified
value. Besides templates and progression patterns, also the option to pre-plan a training was
among the suggestions. In the following, some quotes from the trainers’ answers are given:

"I would like to have a view that not only shows me the values for the current week
in the second half of the screen when creating a new training day, but also a variable
selectable training unit from the past." (ID: eylPu)

"If the athlete changes their weights, [...] that it [the app] takes over directly for the
next training session." (ID: A62xH)

"automatic set weight (coach enters percent of 1RM, app generates weight)" (ID:
TNtRy)

Technology Affinity among the Trainers

Next to the trainers’ background and working habits, another factor that influences the user
behavior is their general opinion on and openness towards technology, known as technology
affinity (TA). To measure the technology affinity, a method by Karrer et al. was used [29]. They
identified four categories, each containing various TA statements, that the user is asked to confirm
or deny: enthusiasm, competence with technological devices, and positive and negative attitude
towards technology.

Based on Karrer et al.’s method, the survey included the following six phrases that the trainers
were asked to disagree or agree with on a scale from 1 to 5 (1 being complete disagreement, 5
being complete agreement).

1. I am enthusiastic about new technology trends. [Enthusiasm]

2. I know most functions of my digital devices. [Competence]
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3. Digitalization and automation facilitate our daily lives.

4. Digitalization and automation help to retrieve information. [Positive Attitude]

5. Digitalization and automation put many jobs at risk.

6. Digitalization and automation lead to intellectual impoverishment. [Negative Attitude]

The amount of (dis-)agreement among the trainers for each of the TA statements is shown in
the following figures. Interestingly, the statements that are positively associated with technology
got overall approval (Figures 4.10 and 4.11). For the negative statements, the opinions are more
spread (Figures 4.12 and 4.13): most participants were unsure whether digitalization and automa-
tion put our jobs at risk, and the ones who confirmed this statement were as many as the ones
who denied it. This uncertainty also becomes visible in the answers to the claim that digitalization
and automation cause intellectual impoverishment; however, this statement was slightly more re-
jected than agreed with. The different answer distributions for the positive and negative statements
are remarkable because, with the uniform agreement to the positive phrases, one could expect an
equally uniform disagreement with the negative phrases, which is not the case. This could imply
insecurity and a lack of knowledge regarding technology among the trainers. The fact that the
trainers do not feel completely confident using technology is also shown in the answers to the
competence statement. Here, the approval is slightly more moderate than for the enthusiasm about
technology. Despite this insecurity, the trainers’ enthusiasm for technology is high, as Figure 4.8
shows.

Figure 4.8: Answer Distribution of the
1st TA statement

Figure 4.9: Answer Distribution of the
2nd TA statement

Figure 4.10: Answer Distribution of
the 3rd TA statement

Figure 4.11: Answer Distribution of
the 4th TA statement
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Figure 4.12: Answer Distribution of
the 5th TA statement

Figure 4.13: Answer Distribution of
the 6th TA statement

4.1.3 Requirements

The usefulness of an automated training plan tool has been validated by the trainers’ answers to
the online survey. They show that most trainers are intrinsically motivated to follow their job and
hence are likely to invest a lot of time and effort into it. The tasks that cost them the most time
are communication and feedback and planning their athletes’ training schedules. Automating the
creation of training plans could speed up the process. Furthermore, trainers explicitly demanded
more support in creating new training plans. According to their requests, an automated training
plan tool should fulfill the following requirements:

R1: show a clear and complete overview of all relevant information
The data for the new training plan and all required data from previous plans is shown collectively
in a structured way.

R2: adapt variable parameters of the new training plan automatically
Variable parameters of the new training plan, such as the load value, are adjusted automatically
according to the trainer’s or athlete’s input.

R3: minimize the number of steps or clicks the trainer has to follow for creating a new
training plan in order to speed up the process and make the trainer more productive

Other requirements that an automated training plan tool should fulfill can be derived from
the research results of related work described in Chapter 3. The difficulty in developing a good
automated system lies in the trade-off between simplifying and speeding up a process without
losing quality, flexibility, or any of the trainer’s valuable skills. Creating a new training plan
requires knowledge, which is why it is important that the trainer maintain the ability to include
their expertise and to check and adapt the output of the system. The other challenge is to
counteract ungrounded negative bias towards automated systems among trainers. Many negative
reactions can be prevented by creating trust in automated systems. Systems can be trusted if
they fulfill certain criteria, such as transparency, explainability, safety, etc. From these research
findings, the following additional requirements for an automated training plan tool can be derived:

R4: maintain the trainer’s authority and flexibility
The trainer has control over the automatically generated training plan and can check and change
the tool’s output according to their expertise.
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R5: maintain the quality of the trainer’s work
Automatically generated training plans are as qualitative and accurate is manually created plans.

R6: make the output of the tool transparent, explainable, robust and conforming to the
trainers’ norm
The tool is comprehensive and fulfills all other criteria of a trustworthy system to establish trust
and that way prevent negative impacts on the trainer.

4.2 The Proposed System

4.2.1 An Automated Training Plan Generator

The previously described findings from literature, related work, and the survey determine, what
a system, that automatically generates training plans should look like. They boil down to two
main requirements: the system should facilitate and speed up the process of creating training
plans and the trainer should at the same time maintain the authority over the process. The need
to support the planning process was identified from the results of the survey which showed that
training planning is among the most time-consuming tasks of a trainer. Furthermore, it is a
repetitive task, which automation is well-suited for. In order to provide this support, the system
should be able to adapt the training parameters of the new plan automatically. As explained in
Chapter 2.2, the modification of parameters from plan to plan is called progression. Therefore, the
system will be called Progression Tool. To facilitate the planning process further, the number of
clicks and user actions, the trainer has to perform to achieve a new training plan, should be reduced.

Besides the optimization of the planning process, the second main requirement for the
Progression Tool is that despite the use of automation, the trainer maintains their authority and
flexibility. This is important for multiple reasons; as found in literature, it not only ensures a
better quality of the outcome but is also necessary for the user to establish trust in the system.
This aspect is especially relevant in this context because as found in the survey, most trainers
follow their job out of passion and with the purpose to help others. Therefore, they are unlikely
to use a system, that they do not fully approve and understand. Accordingly, the Progression Tool
needs to have a clear interface with input fields for the trainer to apply their expertise and possibly
make changes to the tool’s output.

Before designing the interface, the functionality of the tool has to be determined. The Pro-
gression Tool needs a logic, based on which it is able to automatically generate a training plan. To
ensure that the generated plan is individually adapted to the trainee it is made for, several factors
have to be taken into consideration, such as the trainee’s training history and demographic data.
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Figure 4.14: Input information relevant for the planning logic

With this information as input, the new training plan has to be calculated. Calculating a
new plan means adjusting all training parameters so that the trainee is most likely to achieve
their training goal. There is a large number of parameters that could potentially be calculated
(highlighted in Figure 4.15).

Figure 4.15: Variable parameters within the process of creating a training plan

For better feasibility, only specific variables are considered and the remaining conditions are
taken as predefined. As found during the analysis of existing planning logic and in the answers
of the trainers to the survey, one of the most frequently modified parameters are the intensity,
determined by the load moved during an exercise, and the volume, which is defined by the number
of repetitions of an exercise. Therefore, the logic of the Progression Tool is focused on adapting
the load of the exercises of the new training plan, corresponding to the trainee’s individual training
history. Consequently, if there is no training history available, the logic cannot be applied. A
more detailed description of the logic behind the Progression Tool and how the new loads are
calculated is given in Chapter 5.3.
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The Progression Tool is not only required to generate the new plan automatically but also to
leave the trainer enough opportunity to give their own input. At the same time, the number of
clicks and user interactions should be kept minimal to make the flow through the planning process
as fast and intuitive as possible. Based on these aspects, the following user interface was designed
for the Progression Tool:

Figure 4.16: Prototype of the user interface of the Progression Tool

For every exercise, the value by which each parameter should be changed is shown. In the first
row, for example, the tool suggests increasing the load of the ’squat’ exercise by two kilograms
and keeping the number of repetitions at eight. If the trainer approves this suggestion, they can
click the check box on the right. Otherwise, they can click on the corresponding field and change
the values. The trainer is only able to create a new plan, after all exercises have been approved,
i.e. after all boxes have been checked. There is also an ’accept all’ button that marks all exercises
as approved at once. This option is meant to speed up the process on the one side and on the
other side will give insight later into how fast trainers are to accept and trust the tool’s suggestions.
The purpose of the checkboxes is to require the trainers’ expertise and approval so that the tool
cannot produce an output that has not been reviewed by the trainer. This guarantees that the trainer
remains in control over the system as this has been described earlier being one of the criteria that
makes an automated system user-friendly and trustworthy. In addition to that, the trainer needs to
be able to change the tool’s output, which is also given via the input fields. With the list structure
that shows all exercises on top of each other, the trainer can view everything at once without
needing to click anywhere else (as was the case previously, where exercises were not shown as
a list, but split up between days). The goal of this is to provide a clear overview and reduce the
number of clicks. Above the list of exercises, there are graphics showing additional information
shown about the trainee and their progress over time, which is meant to quickly give the trainer an
idea of the status of the trainee.

4.2.2 Hypotheses

The above-proposed tool, representing an example of how automation can be adapted, will be used
to investigate the following hypotheses.

Hypotheses on positive impacts of automation

I. Automation helps trainers to save time.

II. Automation increases the trainers’ productivity and quality of work.
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Hypotheses on negative impacts of automation

III. Automation restricts the integration of human expertise.

IV. Automation creates stress or skepticism among the trainers.

V. Automation causes a lack of motivation and attentiveness among the trainers.
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5 System Design

In the previous chapter, the focus was on the functionality of the Progression Tool itself and the
requirements it should fulfill. This chapter is about describing how the tool is applied in practice.
Therefore, an exemplary scenario is presented of how the tool is intended to be used. This scenario
is then generalized in a use case diagram.

5.1 Scenarios and Use Cases

Exemplary Use Case Scenario

Tina is a trainer in powerlifting and supervises fourteen athletes. She uses an app called
Traindoo to track her trainees’ progress and to create training plans for them. Every trainee needs
a new plan every week, which is why on Sundays, Tina usually spends the whole evening setting
up plans for all her athletes for the new week. In the Traindoo app, Tina can create a training plan
from scratch or using the plan of the previous week as a template. This means, she either has to
completely re-fill the plan with the correct exercises and values or she has to adapt the old exercise
values from the previous week. This costs a lot of time and additionally, is very repetitive since
the adaptions follow a certain progression pattern. Furthermore, she has to click back and forth
a lot in order to recall each trainee’s individual training performance of the previous weeks to
determine whether to increase or decrease the intensity of an exercise and by how much. Traindoo
recently released a tool that automatically suggests a plan for the upcoming week. Instead of
modifying every value of every exercise by hand, Tina can look over the tool’s suggested exercise
values and accept them individually or collectively, by checking the single accept boxes or by
clicking the accept all button. If, for a specific exercise, Tina thinks that the tool’s suggestion is
not adequate, she can modify it manually. Besides, the tool shows the athlete’s progress status on
each of the exercises so that Tina does not have to click through passed training weeks anymore
to review their performance.

The process of using the Progression Tool, which is exemplarily described in the above
scenario, is generalized in the following use case diagram (see Figure 5.1). The use case diagram
is meant to clarify all possible actions the trainer can take when using the tool and what they will
trigger within the functionality of the tool. Furthermore, it points out how its functionality fulfills
which of the requirements listed in Chapter 4.1.3.

After the trainer has started the planning process with the Progression Tool, it pulls the trainee’s
training data from all previous weeks. Based on this data, the tool calculates how much each
exercise of the plan should be changed for the upcoming week. The exercises with the adapted
values and by how much they have been changed are then shown in the interface of the tool (R2,
R1), where the trainer can check them and approve or modify them (R4). Depending on the
trainer’s interactions, the calculated data and the status of the plan are updated. The tool needs to
keep track of the approval status of the plan because it can only allow the trainer to finalize the
plan generation after he or she has verified all exercises (R4). Once this is the case, the trainer can
trigger the generation of the plan meaning that the tool takes all calculated and modified values
and puts them into a new training plan, which is then saved to the database and displayed to the
trainer.
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Figure 5.1: Use Case Diagram of the Progression Tool

5.2 UI and User Flow Model

The user flow model presents the above-described user interactions and corresponding functional-
ities of the tool from a user perspective. This means it shows the UI of the tool and how the user
navigates through different views of the UI (see Figure 5.2).

Figure 5.2: User flow through the Progression Tool

5.3 Implementation

Before implementing the Progression Tool, the prototype shown in Figure 4.16 was discussed
with some trainers using the Traindoo app. Based on their input, some changes were made
to the prototype. One of their feedback was to also show the exercise values of the previous
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week, not only by how much they are suggested to be changed. Furthermore, the trainers
found it more useful to have an indication of the athlete’s progress for each exercise sepa-
rately instead of a general progress overview as it was planned for the top part of the interface.
A comparison between the interface draft and the implemented interface can be seen in Figure 5.3.

Figure 5.3: Prototype vs. Implementation of the Progression Tool

The Progression Tool was programmed in React Typescript and integrated into the existing
Traindoo web application. The app’s data is stored in a firestore database, which the tool accesses
to calculate the progression data and generate a new training plan. More particularly, it draws
all training weeks of the selected athlete and extracts the data on how they performed on each
exercise, i.e. the amount of weight (load) they used for each exercise. In order to determine
the load values, the athlete should train within the upcoming week, the average is calculated by
which the athlete has increased the weight from week to week for each exercise. For this, first,
the training weeks which deviate from the overall training progress, such as weeks in which
the athlete was sick, on holiday, or on a break, are identified as outliers and removed from the
calculation. Then, the load increase from week to week is extracted and summed up to be divided
by the total number of training weeks. This is done for each exercise and the resulting increase
values are the amounts by which the loads of the previous week should change. In case the
previous week does not include training data, the last week for which training data is available
is identified. The increases are added to the loads of the most recent training and displayed as
suggestions in the tool’s interface (see Figure 5.4).

Figure 5.4: Steps through the calculation of the exercise values for the new training plan
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6 Study

The purpose of the study is to analyze the trainers’ user behavior with the Progression Tool to
determine the possible effects of automation. The results of the study can then be used to answer
the research questions and verify or reject the hypotheses. As stated in the hypotheses, the effects
of automation on the trainers can be potential benefits, such as a reduced amount of time and effort.
On the other side, trainers can also be affected negatively by using the Progression Tool; it might
lower their level of accuracy and hence the quality of their work or it could affect the trainers
themselves by making them feel more stressed or critical for example. Tracking the trainers’ user
behavior gives insights into which of these assumptions are most likely to be true.

6.1 Study Method

6.1.1 Procedure

For the study, the Progression Tool was unlocked for selected trainers. These trainers have been
introduced to the tool and the study in beforehand via an app notification. They were explained
how the Progression Tool works in a short click-through tutorial. Afterward, they were asked if
they are willing to test the tool and agree to the conditions of the study. The conditions of the
study were the following: over the course of six weeks, data on the usage of the Progression
Tool is tracked anonymously; halfway through the testing phase, the trainers are asked to give a
quick update on their experience with the tool, by giving a rating and open feedback. At the end
of the six weeks, they are given a questionnaire about the usability of the tool [15]. Upon the
trainers’ approval of these conditions, the Progression Tool was unlocked and the tracking started.
In summary, the study consisted of the following parts:

1. Participant acquisition via app notifications

2. Tracking of the trainers’ usage of the tool

3. Interim rating and feedback

4. Questionnaire on the trainers’ user experience with the tool

6.1.2 Participants

Among all trainers using the Traindoo app, the 48 participants of the survey were qualified to take
part in the study because only for them the necessary survey data was available. The survey data
includes information about the trainers’ educational background, ways of working, sports field,
and technical affinity as described in chapter 4.1.2. This data is needed to be able to analyze the
data tracked during the study. Hence, 48 trainers received a notification via the Traindoo app, that
introduced them to the Progression Tool and the study. 26 of them agreed to take part in it. The
majority of them (35%) were trainers in powerlifting, 23% were bodybuilders, and 15% fitness
coaches. A very small percentage had a calisthenics background and also very few were active
as physiotherapists. The remaining trainers’ sports background was unknown. Regarding their
educational background, most of them acquired their trainer knowledge via their own research,
practical experience, or role models (77%). 15% studied and 8% followed some other form of
education. Furthermore, most had been a trainer for 2 to 5 years (46%). The number of trainers
who had more than five years of experience was 31% and the rest had only recently become a
trainer. The majority was trainer as half-time job (65%) and had less than ten trainees (69%).
Only 12% of the participating trainers were female.
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6.2 Data Tracking

In order to track the trainers’ user behavior with the Progression Tool, time stamps were saved
in the database of the app, whenever they performed a specific user action. For user actions that
included user input, the value of that input was also saved. To be able to interpret the usage of the
Progression Tool better, both the usage of the tool and the usage of existing methods to create a
training plan were tracked (Figures 6.3 and 6.4).

Figure 6.1: Saved data for each tracked user
action with the existing options (see Figure 6.3)
and what info it is meant to provide

Figure 6.2: Saved data for each tracked user
action with the Progression Tool (see Figure
6.4) and what info it is meant to provide

Figure 6.3: Tracked user actions for the existing options

Figure 6.4: Tracked user actions for the Progression Tool

Only user actions relevant to the
research questions and hypotheses
were tracked. The first hypothesis
states that by using the Progression
Tool, trainers are more productive and
save time. This can be verified or
denied by comparing the time trainers
need to set up a training plan using
the tool to the time they would usually
need without it. The second hypoth-
esis assumes that automation does not
have any negative impacts, neither on
the trainers themselves nor on their
performance. A possible negative
effect of automation is that instead
of supporting them, it makes users
more stressed because they have the
feeling that they need to double-check
everything, in other words, they do
not trust it. This assumption mostly
requires qualitative data. However,
there are also quantitative data that
could provide useful information, such
as the number of times the automated
values have been adapted by the train-
ers and by how much. A large number

of manual changes might imply that the tool does not offer noticeable support. Furthermore,
again the time needed to create a plan with the tool could indicate whether trainers are more likely
to feel stressed and skeptical about using it. For a more accurate representation of the trainers’
emotions and attitudes toward the tool, qualitative data from the Usability Survey and the trainers’
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tech affinity score will be considered.

Another potential negative effect of automation on trainers is that it makes them less attentive
or motivated which causes the quality of their work to go down. This is again a quite subjective
assumption. Still, a trend can be detected by analyzing the trainers’ interactions with the tool.
The ’accept all’ button, for example, can be an indicator for how carefully trainers check the
tool’s suggestions. More specifically, the ’accept all’ button being clicked shortly after starting the
planning process, without any value adaptions or single ’accept’ buttons clicks makes it likely that
the trainer approved the tool’s output without double-checking it. This in return, could be a sign of
a lack of attentiveness or motivation. Based on these considerations, it was determined which user
actions should be tracked. An overview of the tracked data and which information it is meant to
provide for the user behavior analysis is given in Tables 6.1 and 6.2. Each user action in the tables
has a number that corresponds to the numbers depicted in Figure 6.3 and 6.4 to clarify where the
user actions take place in the interface.

6.3 Interim Feedback and Questionnaire on Usability and User Experience

During the study phase, the participants received an app notification that asked them about their
opinion so far on the Progression Tool. They could rate the tool with stars, from ’not helpful at
all’ (one star) to ’very helpful’ (five stars). Afterward, they were asked to explain their rating and
also had the option to give additional feedback in an open text field (see Figure 6.5).

After the six weeks of testing the Progression Tool, the trainers were asked to fill out a ques-
tionnaire on their user experience with the tool. The questionnaire was sent to them via an app
notification and contained ten statements on various usability aspects. The statements were based
on the System Usability Score (SUS) Questionnaire, which the trainers could disagree or agree
with on a scale from one to five. This way, a score was obtained that indicates the degree of us-
ability of the tool. Furthermore, the questionnaire included four open questions about the trainers’
opinions on the tool. With the results of the questionnaire, the goal was to detect facts and corre-
lations that could not be caught by quantitative data tracking. These results play an important role
because they give insight into the trainers’ subjective perception of the tool, which is needed to
answer the research questions.

Figure 6.5: Feedback collection via app notifications
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7 Results

7.1 Quantitative Results

In the following, it will be described how the data that has been tracked during the study of six
weeks was processed and visualized.

How was the tool used over time?

Figure 7.1: Usage of the Progression Tool over time

The first aspect, that has been con-
sidered was, in general, how often
the trainers used the Progression
throughout the study phase. These
basic findings help to put the fol-
lowing results into the right context.
Figure 7.1 shows, how frequently
the tool was used on each day.
One point represents the number of
training plans that all trainers created
on that day, using the Progression
Tool. This number varies a lot from
day to day, but overall the trend is
decreasing as the blue line shows.
Reasons for this could be the novelty
effect of the tool in the beginning or

the trainers being drawn back to the old methods of creating a training plan or that they were
simply not happy with the tool.

However, when looking at the usage of the tool for each trainer individually, it becomes ap-
parent that some trainers actually used the tool more frequently over time (see Figure 7.2). This
suggests that the overall decrease does not come from a general dissatisfaction with the tool, but
that the tool was more useful in some circumstances than in others. These circumstances will be
identified in the following.

Figure 7.2: Usage of the Progression Tool over time per trainer
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How much time and how many user actions did trainers spend on the tool?

As described in Chapter 4.2.1, the Progression Tool suggests how the exercises of the plan for
the upcoming week should be adapted. The trainer has the option to accept all these suggestions at
once, to accept each suggestion individually, or to modify the suggested values. Each modification
and click on an ’accept’ or ’accept all’ button was tracked as user event. For each trainer, the
number of user events that occurred during the usage of the tool was counted and divided by the
number of progression training plans they created. This gave the average number of actions each
trainer performed when using the tool, shown in light green in Figure 7.4. It changes a lot from
trainer to trainer, ranging from almost no interactions to more the 120 actions on average per plan.

Figure 7.3: Average fre-
quency of the different types
of user actions with the pro-
gression tool overallFigure 7.4: Average frequency of the different types of user ac-

tions with the progression tool per trainer

Figure 7.5: Median time each trainer spent on using
the Progression Tool (per plan in minutes)

Figure 7.6: Overall number of times each trainer used
the Progression Tool (normalized by their number of
trainees

The amount of time spent by each
trainer using the tool is, similar to the
number of actions, quite inconsistent.
This becomes apparent when comparing
the bars of Figures 7.4 and 7.5, which
shows the median amount of time each
trainer spent on the tool per plan. How-
ever, the time values deviate less from
trainer to trainer (standard deviation =
1.55) than the number of user actions
(standard deviation = 47.09). Accord-
ingly, some trainers had remarkably many
more user actions than others while the
time they spent on the tool did not differ
as much. Also, the trainer who spent the
most time on the tool is not the trainer
with the maximum user actions. This
observation needs to be analysed further
to find possible reasons why the number
of user actions of some trainers is so high
(see 8.1). Moreover, it is interesting to
compare the number of actions and the
time each trainer spent on the tool to how
frequently they used it (Figure 7.6). Here,
the relation is the other way around: the
trainer who used the tool most frequently

has spent very little time and user actions on it. And the trainer who performed most actions used
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it rather rarely. However, this relation cannot be generalized as there are also trainers with both,
a high frequency of usage and a high number of user actions and amount of time. The t-tests
confirm this observation (see Table 7.1). They were done splitting the trainers into a group with
large and a group with low time values (number of user actions) [32]. The trainers were split at
the median. Then, a two-sample t-test was run in R, to check whether the trainers who spent less
time (user actions), used the tool significantly more. The results are presented in Table 7.1.

H 0 p-value outcome of t-test
Trainers who spent less time on
the tool, used it more.

0.3125 p > alpha (0.05) –> reject H 0, meaning:
The time trainers spent on the tool does not
indicate whether the trainers used the tool
more or less.

Trainers who spent less user ac-
tions on the tool, used it more.

0.1644 p > alpha (0.05) –> reject H 0, meaning:
The number of user actions trainers spent
on the tool does not indicate whether the
trainers used the tool more or less.

Table 7.1: Significance of the difference in time and number of user actions between trainers who
used the tool frequently and those who did not

Next to comparing the number of user actions to the time and frequency of usage, the
user actions themselves can be analyzed in more detail. The user actions can be differentiated
between different types of actions, like button clicks or user inputs. The darker green and pink
in Figures 7.3 and 7.4 indicate, how many of the total number of user events were ’accept’ or
’accept all’ button clicks. For almost all the trainers, the ’accept’ button clicks are hardly visible;
thus, almost nobody used them. Instead, by far the most common user action was to modify
the suggested values (Figure 7.3). The number of ’accept all’ button clicks being low is not
surprising as it was intended to be clicked only once during the planning process. However, the
number of ’accept’ button clicks to be so low while manual adaptions by the trainers occurred a
lot was not expected and brings up further questions. Why did the trainers make a lot of manual
changes? Were the suggestions of the tool not accurate enough or were the trainers hesitant to-
wards accepting the automated suggestions because of trust issues or because of different reasons?

To investigate these questions, additional metrics have to be considered. One of them is the
difference between the values the automated tool suggested and the values the trainers changed
them into. A large gap between them would indicate an insufficient accuracy of the tool. In
this case, the reason for the large number of modifications is likely to be the functionality of the
tool itself. On the other side, if the changes made by the trainers differ only slightly from the
suggested values, it might be more due to the trainers’ attitudes and habits that they modified
many values. Subtracting all values the tool suggested from the values the trainer entered and
taking the mean of these differences gives -2.47. However, some trainer inputs should not be taken
into consideration because they were a mistake or the trainer got distracted and did not complete
what they were typing. To filter out these inputs, the outliers were removed. Re-computing the
mean of the differences without outliers gives -0.61. Hence, when trainers modified the tool’s
suggestions, it was often only by just a very small amount.

Another metric that can give insight into the trainers’ attitude towards the tool, is at what
point they clicked the ’accept all’ button. If they clicked it directly after starting to use the tool,
they cannot have had much time to look at the tool’s suggestions meaning that they accepted them
without much hesitation. To determine this, the time when the trainer opened the tool has been
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subtracted from the time the trainer clicked the ’accept all’ button. On average, one minute and
five seconds have passed before trainers clicked on ’accept all’. To interpret this value, it has to
be put into relation to the total amount of time that the trainers used the tool to create a training
plan. As described earlier, the maximum median amount of time that a trainer spent with the
tool for one training plan is roughly six minutes (see Figure 7.5). Across all trainers, the average
duration of a planning session with the tool is one minute and 14 seconds. Therefore, the time of
one minute and five seconds, which it takes trainers on average to click on ’accept all’ is relatively
long compared to the total amount of time trainers use the tool.

How did trainers use the tool compared to the existing options?

Figure 7.7: Number of times each trainer used the Progression Tool ’copy plan’ and ’empty week’
method to create a training plan (normalized by the number of trainees)

One of the main goals of this study is to identify a potential added value of the automated
Progression Tool over the two already existing manual planning options. To achieve this, the
usage of the tool is compared to how trainers used the already existing methods. One of these
methods is to build a new plan from scratch called the ’empty week’ method. The other method
is to start planning a new training by copying and pasting the plan of the old week and adapting
it, called the ’copy week’ method. When the trainers wanted to create a new training plan, they
could choose between these two methods and the automated tool. Figure 7.7 shows how many
times each trainer used which option, normalized by the number of their trainees (light orange:
’copy week’, orange: ’empty week’, green: tool). Overall, the new planning tool clearly is the
least used option. However, looking at the trainers individually, some used the tool more than the
old methods.
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Figure 7.8: Median amount of time (in min) each trainer spent on each planning method (Progres-
sion Tool = green, ’copy plan’ = light orange, ’empty week’ = dark orange)

To determine whether the Progression Tool could facilitate and speed up the planning process,
the average times required for setting up a plan with and without the tool are compared. Figure
7.10 visualizes the average duration of creating a training plan for each method. It shows that it
took the trainers much less time to make a training plan using the automated tool than using the old
methods. Setting up a plan from scratch via the ’empty week’ method took 34 minutes on average,
using the ’copy week’ option 13 and with the tool only one minute. When looking at the trainers
individually, it becomes apparent that the majority of them need most time for the planning option
’empty plan’. The amount of time needed for the ’copy week’ method is also higher than the times
needed with the Progression Tool, except for trainer ’qtW’ and ’zU9’.

Figure 7.9: Average number of user actions each trainer spent on each planning method (Progres-
sion Tool = green, ’copy plan’ = light orange, ’empty week’ = dark orange)

This suggests, that the automated tool indeed speeds up the planning process and saves
the trainers time. However, to verify this, it has to be ensured that in the measured time, the
trainers really successfully used the tool and did not drop out halfway. This can be determined by
analyzing the ’create’ and ’close’ click rates. The ’close’ button stops the planning process and
closes the tool. The ’create’ button triggers the configuration of the plan, meaning the tool was
used successfully. For the majority of the trainers, no ’close’ button clicks were recorded. On
average, the ’close’ button was clicked 1.04 times through the study phase and the ’create’ button
34.12 times. Hence, trainers mostly used the tool as intended and did not drop out while using it.

Since for the ’empty week’ method the training plan had to be set up from scratch and also the
’copy week’ method required a lot of adaptions, it seems plausible that using the Progression Tool
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takes less time. Accordingly, it was expected that the number of actions performed during the
usage of the Progression Tool is also smaller. However, the difference is not as remarkable as for
the time, as can be seen in Figure 7.11. The average number of user events per plan recorded for
the Progression Tool is at 22. Using the ’copy plan’ and ’empty plan’ methods, trainers performed
on average 41 and 53 user actions, respectively. This means that generally, trainers needed a lot
less time for setting up a training plan using the Progression Tool, but still interact with the tool
comparatively much. Figure 7.9 visualizes the number of user actions per planning method for
each trainer individually. It reveals that two trainers even had the most actions when using the
Progression Tool. Still, they needed a lot less time with the tool than using the ’copy plan’ or
’empty plan’ method. Possible reasons for this will be explained in the discussion.

In order to ensure, that both, the amount of time and the number of user actions spent on the
tool, were significantly lower than for the existing methods, t-tests were performed; data set one
of the two-sided t-test contained all time (user action) values recorded for the Progression Tool
and data set two all values recorded for the ’copy plan’ and ’empty week’ method, respectively.
The obtained p values confirmed that the time and number of user actions were significantly lower
when trainers used the Progression Tool (see Table 7.2).

Figure 7.10: Average amount of
time spent on each planning op-
tion (across all trainers)

Figure 7.11: Average number of
user actions spent on each plan-
ning option (across all trainers)

H 0 p-value outcome of t-test
Trainers needed less time to cre-
ate a training plan using the
tool than using the ’copy plan’
(’empty week’) method.

0.0001639
(0.00001816)

p < alpha (0.05) –> accept H 0, meaning:
The time trainers needed to create a training
plan using the tool was significantly lower
than using the ’copy plan’ (’empty week’)
method.

Trainers had to perform less
user actions to create a training
plan using the tool than using
the ’copy plan’ (’empty week’)
method.

0.03895
(0.004982)

p < alpha (0.05) –> accept H 0, meaning:
The number of actions trainers performed to
create a training plan using the tool was sig-
nificantly lower than using the ’copy plan’
(’empty week’) method.

Table 7.2: Significance of the difference in time and user actions needed to create a new plan using
the different planning methods
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Who used the tool the most?
The trainers who used the Progression Tool frequently will now be analyzed in more detail. For
this, the trainers are sorted by usage frequency and split at the median usage frequency. This gives
a ’low frequency’ and ’high frequency’ user group. Then, the types of sports of both groups, their
educational background, and the scores on their technological affinity are considered. The left
part of Figure 7.12 shows what sports the trainers do that used the tool frequently: one-third of
them are Fitness trainers, and a quarter is active in powerlifting. Around 17% are bodybuilders
and 8% is active as physiotherapist. On the other side, the division of sports among the trainers
who did not use the tool frequently is less diverse. Almost half of them come from powerlifting
and roughly one-third from bodybuilding. This brings up the assumption, that the tool was used
less among trainers from powerlifting. To investigate this, t-tests were run on the sports types
of the ’high frequency’ and the sports types of the ’low frequency’ user group. Thereby, there
was only a differentiation made between ’powerlifting’ and ’no powerlifting’. The outcome of
the t-test did not confirm the assumption that powerlifting trainers used the tool less (see Table 7.3).

Next to the sports type, also the educational level of the trainers who used the Progression Tool
frequently will be analyzed. To recall, in the pre-study survey, the trainers were asked where they
got their knowledge as trainers. The answering options were: ’from practical experience’, ’via
role models’, ’through my own research’, ’via an apprenticeship’, ’at university’. The first three
options were combined into one group (category 1) and ’via an apprenticeship’ and ’at university’
were separate categories (category 2 and 3). Figure 7.13 shows the distribution of education
categories among the trainers with ascending usage frequency. It suggests that trainers who studied
used the tool tendentially more. Performing a t-test on this supposition yields that the p-value is
indeed smaller than 0.05, meaning that it can be accepted (see Table 7.4). The t-test was made,
as before, by splitting the trainers at the median usage frequency into two groups, a low- and a
high-frequency group. Then, the education categories of the first group are tested against those of
the second group.

Figure 7.12: Sports types of trainers who did use the Progression Tool frequently (left) and sports
types of those who did not (right)

H 0 p-value outcome of t-test
The tool was used less among
trainers who did powerlifting.

0.2329 p > alpha (0.05) –> reject H 0, meaning:
trainers from powerlifting did not use the
tool significantly less

Table 7.3: Significance of the difference in sports types between trainers who used the tool a lot
and those who did not

Furthermore, the technological affinity of trainers was analyzed in relation to the frequency
of usage. The technological affinity was measured by presenting statements to the train-
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ers from four categories, enthusiasm, competence, and positive and negative attitude with re-
spect to technology. The trainers had to agree or disagree with these statements on a scale
from 1 to 5. Based on their answers, a score for each category can be calculated. Fig-
ures 7.14 and 7.15 show the scores for the categories ’positive attitude’ and ’negative atti-
tude’ of the trainers in relation to their frequency of usage. Figure 7.14 shows that no mat-
ter if trainers used the Progression Tool a lot or not, they all agreed almost equally strong

Figure 7.13: Correlation between frequency of
usage and education

to the positive statements about technology.
On the other side, for the negative statements,
there seems to be a relation between usage
frequency and the amount of disagreement.
Trainers who used to tool more also disagreed
more with the negative statements about tech-
nology. Hence it could be argued, that trainers
with a higher usage frequency have a less neg-
ative attitude towards technology. However,
running a t-test on this in the same way as it
was described for the educational background
shows that for trainers who used the tool a lot,
neither their positive nor their negative atti-
tude towards technology is significantly differ-
ent (see Table 7.4).

Figure 7.14: Correlation between frequency
of usage and positive TA score

Figure 7.15: Correlation between frequency
of usage and negative TA score

For the above correlations, all participating trainers have been considered. Now, the three
trainers with the highest recorded usage frequency will be analyzed in more detail (see Figure
7.6). Two of them are active in Bodybuilding, and the other one is Fitness trainer. All three
of them have studied and have between two to five and more than five years of experience. As
already described earlier, the trainer who used the tool most, spent very little time and user
actions on it. The other two also needed relatively little time when using the Progression Tool,
but had an average number of interactions with the tool. Interestingly, these trainers used the tool
even more than the two existing methods (see Figure 7.7). This brings up the question, of what
benefits these trainers saw in the tool that motivated them to prefer it over the existing options. To
investigate this, the time and actions they needed for creating a plan without the tool have to be
considered. Figure 7.9 shows that the three trainers indeed could save a lot of time using the tool
compared to the methods ’copy plan’ and ’empty plan’. However, two of them performed more
user actions with the tool than without it. Possible explanations for these observations are given
in the discussion.
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H 0 p-value outcome of t-test
The tool was used more by train-
ers who studied.

0.04117 p < alpha (0.05) –> accept H 0, meaning:
among the trainers who used the tool a lot,
the percentage of trainers who studied is sig-
nificantly higher

The tool was used more by train-
ers who agree with positive con-
sequences of technology more.

0.7866 p > alpha (0.05) –> reject H 0, meaning:
the positive attitude towards technology of
trainers who used the tool a lot was not sig-
nificantly higher than of those who did not

The tool was used more by train-
ers who refuse negative conse-
quences of technology more .

0.6879 p > alpha (0.05) –> reject H 0, meaning:
the negative attitude of trainers who used the
tool a lot was not significantly lower than of
those who did not

Table 7.4: Significance of the difference in education and technology affinity between trainers
who used the tool a lot and those who did not

As a last remark about the frequent users, a closer look is taken at the trainers with the IDs
’2TR’, ’KbG’, and ’qtW’, who used the Progression Tool increasingly over time (see figure 7.2).
One of them is fitness trainer, one is bodybuilder and the third’s sport type is unknown. Two
of them have studied and one is trainer as full-time job. The fitness and bodybuilding trainers
are active as trainers for already more than five years. Furthermore, their number of trainees is
relatively high, between 8 and 39. Their TA scores lie within the average TA scores.

Who did not use the tool at all?
There were four trainers who did not use the tool at all. Two of them were powerlifters, the
other two were bodybuilders. They got their trainer knowledge from their own research, practical
experience, or role models, except one who did an apprenticeship. With this, and also with their TA
scores, they fit in the correlation schemes shown in Figures 7.13, 7.14, and 7.15. One suggestion
could be that they did not use the tool because they were inactive in general, but this is not the case
as Figure 7.7 shows. They all created quite a lot of training plans, mostly using the ’copy week’
option. They also spent quite a lot of time and actions using this method and the ’empty week’
option, some even more than average. Hence, a reason for their rejection of the tool does not
become apparent from the tracked data. Qualitative data is needed to be able to identify possible
reasons.

7.2 Qualitative Results

Besides the tracked data, information on the trainers’ user behavior was obtained from their
feedback during the study and from the usability survey sent at the end of the study (SUS)
[15]. Unfortunately, the participation rate was too low to be able to calculate a usability score.
Nevertheless, the trainers’ answers and feedback gave insight into their opinions about the tool.
Some of them are quoted in the following:

Interim Feedback

"Not very useful for me as the suggestions did not match the exercises." (ID: RRj63)

"The better comparability to the previous week makes programming easier." (ID:
Gqjfy)

"weekly adjustment is faster because you don’t have to switch back and forth - au-
tomatic adaption of the rpe value would also be nice (from week to week, 0.5 or 1
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higher) [...] to make it perfect, a small icon should be added to adjust the notes to an
exercise (after excepting the suggestions)" (ID: urUES)

Final Survey (SUS

"I would continue using the tool because it means less work and allows me to work
more efficiently. [...] Using the Progression Tool has made training planning faster
and more efficient." (ID: 2TREr)
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8 Discussion

8.1 Interpretation of the Study Results

In the following, the study results will be discussed. It will be described how they indicate whether
to accept the hypothesis or counter-hypothesis. To recall, the hypotheses and counter-hypotheses
are the following:

Hypotheses on positive impacts of automation

I. Automation helps trainers to save time.

II. Automation increases the trainers’ productivity and quality of work.

Hypotheses on negative impacts of automation

III. Automation restricts the integration of human expertise.

IV. Automation creates stress or skepticism among the trainers.

V. Automation causes a lack of motivation and attentiveness among the trainers.

The quantitative results showed that the time trainers needed to create a training plan using the
Progression Tool is significantly lower than when using the existing methods. Both, the average
required time among all trainers and the median time of each individual trainer were remarkably
lower for the Progression Tool. The average or median values ensure that the time values are not
distorted by the fact that the Progression Tool was used much less frequently than the other two
options. Furthermore, the ’create’ button clicks were considered in order to guarantee that the
time values really represent the duration of a complete training plan creation, rather than of an
unfinished process. Hence, the decrease in time required for a training plan with the Progression
Tool implies that the tool does save the trainers time. This finding is also confirmed by the qualita-
tive results obtained from the survey and the trainers’ feedback. One trainer mentioned that using
the Progression Tool the "weekly adjustment is faster [...]" (ID: urUES) and another one stated
that "[...] the Progression Tool has made training planning faster and more efficient" (ID: 2TREr).
Therefore, Hypothesis I can be approved. These statements, together with the decrease in time
suggest that Hypothesis II is also true. Additionally, feedback like using the tool means "[...] less
work and allows me to work more efficiently [...]" (ID: 2TREr) supports the hypothesis further.
However, to be able to truly verify it, feedback data of more trainers is needed and also more
data on the trainers’ activities outside the training planning, like the interactions with their trainees.

All actions related to the planning process were tracked extensively, though, as presented in
the previous chapter. The tracked data showed that the number of actions performed during a
planning process with the tool was on average lower than for the other two options. However,
some trainers had most actions when using the Progression Tool. This means, that the number of
actions could not always be reduced with the tool, as opposed to the time. The question arises,
why trainers on average needed less time while still performing relatively many user actions. One
possible explanation is that the tool enables a more efficient workflow so that trainers can perform
the required actions for creating a training plan in a shorter amount of time. The tool shows all
necessary information and the suggested value adaptions at once. This way, the trainers do not
have to click through previous plans anymore to recall the trainee’s performance and figure out
what to change the exercise values into, as it is the case for the existing methods. Given this
explanation, Hypothesis II can be accepted. It can additionally be supported by the trainers’
feedback and survey answers, which contained for example, that "the better comparability to the
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previous week makes programming easier" (ID: Gqjfy) and that "weekly adjustment is faster
because you don’t have to switch back and forth [...]" (ID: urUES). Furthermore, the planning
with the Progression Tool was considered to be "[...] more efficient" (ID: 2TREr). However, as
stated earlier, to be able to verify this hypothesis more reliably, more qualitative data and more
tracking data of the trainers’ actions outside the training process are needed.

The relatively high number of user interactions with the Progression Tool by some trainers
needs further explanation as the tool was originally meant to reduce it. The tracked data revealed
that the big majority of the actions were manual modifications of the suggested values and only
a very small percentage were ’accept’ button clicks. Furthermore, when trainers modified the
tool’s suggestions, it was often only by just a very small amount. This could either be due to the
insufficient accuracy of the tool, which was also given as feedback by one of the trainers. Another
possibility is that it was also the trainers’ skeptical or hesitant attitude towards tool that caused
them to change a lot of the suggested values. Given the second interpretation, Hypothesis IV is
likely to be true. For a more unambiguous interpretation, more qualitative data is required about
the trainers’ opinion on the tool. Apart from the reasons behind the number of interactions with
the tool, it is interesting, that neither the number of actions nor the amount of time needed for
using the tool seemed to have significantly influenced the trainers’ decision on whether they used
the tool a lot or not (Table 7.1).

Furthermore, it has been found that the time it took trainers on average to click on ’accept
all’ was considerably long compared to the total amount of time trainers use the tool for. This
observation implies that the trainers invested time in double-checking the tool’s suggestions,
leading to the assumption that trainers had a rather critical attitude towards the tool. This
additionally supports Hypothesis IV, but at the same time contradicts Hypothesis V since the
trainers still paid attention and did not just blindly rely on the tool. This finding together with
the relative high number of manual modifications shows that trainers were still able to give input
and integrate their knowledge; this contradicts Hypothesis III, which therefore can be rejected.
Hence, it was possible for trainers to apply their expertise despite the use of automation.

Nevertheless, there are also other explanations why trainers tent to change the tool’s sugges-
tions a lot. A possible reason could be the novelty effect; this means that the trainers interacted
with the tool a lot in the beginning to get to know its functionality. The period of time over which
data has been tracked is not long enough to be able to verify this. Next to the novelty effect,
another possible reason for the relatively high number of manual modifications is the trainers’
habit. From the ’copy plan’ and ’empty week’ method, trainers were used to having to do a lot of
manual changes. Hence they might have continued working in this way out of habit even when
using the Progression Tool. To be able to make a valid statement on the trainers’ habits, also
tracking data over a longer period of time would be required.

8.2 Outcome

The Progression Tool has been used by some trainers more than by others. Therefore, there seem
to be certain circumstances under which the tool was more useful. These circumstances can be
identified by looking at the characteristics of trainers who used the tool frequently.

As presented in the results, the trainers with frequent usage had a more diverse sports
background, including fitness and physio therapy, while the trainers who did not use the tool
mostly came from powerlifting and body building. In these sports, training plans are often created
based on a very specific theory developed by the trainer. This could explain why powerlifting
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and bodybuilding trainers were not as open towards using the tool as trainers from sports, where
standard planning theories are more common. On the other hand, this cannot be generalized
because as the t-test showed, there is no significant difference between the sports types of the
trainers with frequent usage and those with infrequent usage.

Another category described in the results was the educational background of the trainers.
Among the trainers who used the Progression Tool frequently, the portion of trainers who have
studied is higher than among those who did not. This tendency was shown to be significant by
the results of the two sided t-test. In addition to that, trainers with a high frequency usage had
been trainers between two to five or for more than five years. For these trainers, it can be assumed
that they have expertise and that applying their expertise is important to them. Hence, if these
trainers did use the tool, it is likely that it did allow the user to integrate their knowledge. This
implies that Hypothesis III can be rejected. On the other side, this implication is questionable
since the assumption that trainers with more years of experience and a university degree have
more expertise is debatable.

An additional characteristic about trainers investigated in the results was their affinity to
technology. It was found that everyone equally agreed with positive statements about technology,
but the trainers who used the tool more seemed to have less negative opinions about technology.
However, the t-tests showed that this relation is not significant. Hence, no relation could be
confirmed between usage frequency and the trainers’ attitude towards technology.

Lastly, it was investigated whether the number of trainees of the trainers had an influence on
their usage frequency. It was found that the trainers who used the tool increasingly over time,
had more trainees than average. For these trainers, the tool’s benefit of being able to save time is
especially relevant. Therefore, it is possible that the tool was especially useful for trainers with
many trainees. In this context, it is also relevant to recall that almost all trainers want to provide
personal support to their trainees. Providing personal support can be considered a typical human
skill; thus, the trainers are unlikely to use an automated tool that does not allow them to apply
this skill. If trainers used the tool frequently, this could indicate that it does enable the integration
of human skills, i.e. that Hypothesis III can be rejected. However, there is not enough user data
available to be able to verify this statement.

8.3 Limitations and Future Work

As mentioned in the discussion, many of the results from the tracked data cannot be generalized
because of the low number of trainers who agreed on the data tracking and the relatively short
time period of the data collection. Data from more participants over a longer study phase
could have enabled a more reliable categorization of who did and did not use the tool; also the
decreasing trend of the usage frequency of the tool (see Figure 7.1) could have been analyzed
further with more data. Moreover, a limitation of the tracked data was that it only represented
the trainers’ activities that were related to the planning of trainings. With data on other activities,
such as how much the trainers communicated with their trainees, more insights on the impacts of
automation could have been collected. Additionally, it would have been also interesting to capture
the trainees’ perspective by tracking how their actions and experience changes with the use of
automation.

The more severe limitation, however, was the extremely low participation rate in the usability
survey at the end of the study. Therefore, a lot of qualitative data was missing that would have
been needed to be able to understand the trainers’ user behavior better. The results from the
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quantitative data sometimes left multiple interpretation options, as it was the case for the high
number of user actions that had been tracked for the tool. More qualitative data would have
endabled a better understanding whether this was indeed due to the trainers’ skeptical attitude or
because of the tool’s insufficient accuracy. Especially for better capturing the trainers’ attitude
towards the tool and their feelings while using it, more qualitative data would have been needed.
With this, in particular the negative impacts of the tool on the user, such as stress or fear, could
have been determined in more detail. Hence, the findings of this paper might be distorted,
representing the positive impacts more than the negative ones. This could have been also caused
by the selection bias as it is more likely that trainers who liked the tool took part in the survey
than trainers who did not. However, there were also several positive aspects that partly made up
for these limitations, such as the unbiased representation of the user behavior obtained from the
tracked quantitative data and relatively high participation rate in the first survey.

In future work, these limitations can be tackled by collecting more qualitative data on the user
experience with automation and by collecting data from all affected users, in this case, not only
from the trainers, but also their trainees. Furthermore, more quantitative data should be tracked
that also includes information on the user behavior that is not directly related to the interaction
with automation.
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9 Conclusion

Many tasks that used to require human skills can now be easily completed by automation;
however, it is widely agreed that the best results can be achieved when automation is used
to complement human skills, instead of substituting them. Analyzing use cases in which this
combination has been implemented revealed that it is not always clear whether automation does
bring added value. Thereby, the focus was on scenarios in which the users had certain expertise,
such as doctors, teachers, or therapists, to ensure the relevance of human skills. Despite the
enthusiasm for the benefits of automation, its consequences on the users are often forgotten.
The goal of this paper was to shed more light on the impacts by identifying possible drawbacks
and benefits of automation on expert users. Therefore, a tool was developed that automatically
generates training plans. This tool was meant to stand exemplary for the use of automation.

Before the tool was implemented, research has been conducted to find out what criteria an
automated tool should fulfill to limit negative impacts. Possible negative impacts of automation
are the loss of expertise, over-reliance, a decrease in attention and self-confidence or fear, stress,
and skepticism. Positive effects, on the other side, are an increase in productivity and efficiency
since fewer resources, like time and staff, are required and higher accuracy and accessibility. It
has been found that negative impacts mostly arise when automation is used as a replacement
instead of augmentation of human skills or when the user context has not been taken into account
properly. A factor within the user context that has been identified to be very relevant for the
human-centered use of automation was trust. In order for the user to trust automated tools they
have to fulfill certain criteria, such as authority by the user, explainability, and capability. The
implementation of the training plan tool was based on these findings. Additionally, a user analysis
was done before the implementation to ensure a human-centered approach. It has shown that the
majority of the user group are trainers in powerlifting and have less than ten trainees. The levels
of experience among the trainers are evenly spread out between less than one year and more than
five years of experience, but most trainers have acquired their knowledge via their own research,
role models, or practical experience. Furthermore, the user analysis revealed that most trainers
are intrinsically motivated, meaning that they became trainers out of passion or to help others.
Accordingly, it is important for them to provide personal support to their trainees. It was also
found that most trainers have a high affinity towards technology.

With the automated training plan tool, a user study has been conducted to collect usage data
on the trainers’ interactions with the tool. This data was analyzed to identify possible impacts of
the use of automation on expert users. The main takeaway from the tracked usage data was, that
trainers needed much less time to set up a training plan using the tool. The number of required
user actions for creating a plan also decreased with the tool, but not as much and as consistently
as the time. Some trainers even had the highest number of user actions when using the tool. This
brought up the question, how the tool allowed trainers to save time while they still performed
relatively many user actions. One possible explanation is that the tool enabled the trainers to
work more efficiently. Moreover, the tracked data revealed that most of the user actions with the
tool were manual modifications of the automated values. Furthermore, the trainers accepted the
suggested values after a relatively long time. With these findings, the first research question can
be answered as follows:

An increase in productivity can be verified as a positive impact of automation on the user as
the tracked user data showed that trainers saved a considerable amount of time. Furthermore, the
users’ feedback contained that trainers were able to work more efficiently using the tool. The user
being restricted in applying their expertise and skills as a negative impact of automation cannot be
confirmed for multiple reasons. The trainers changed the tool’s suggested values a lot, meaning
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they did integrate their expertise; accordingly, they also did not accept all of the automated output
immediately implying that they reviewed them before approving them. Moreover, the trainers
who used the tool most had a degree, which is remarkable because this was the case for only 14%
of all trainers. The high usage frequency of the tool by knowledgeable trainers indicates that it
allows for the integration of human expertise. In addition to that, the user analysis showed that
almost all trainers found it important to provide personal support to their trainees. This implies
that they would not have used the tool if it did not allow them to integrate human skills, like
the ability to keep personal contact with their trainees. However, to be able to generalize these
findings, tracking data of more users over a longer period of time would have been required. In
particular, the lack of qualitative data made it difficult to identify valid findings on less measurable
negative impacts, such as reactions and feeling like stress, boredom, or fear among the trainers
caused by automation. Nevertheless, the tracked quantitative data showed that trainers were more
critical than indifferent toward automation.

Overall, it can be concluded that automation can provide added value to expert users because
it enables them to work faster and more efficiently. However, this is only possible under certain
conditions: automation has to give users enough flexibility and input options and has to be tailored
to the users’ context. Hereby, the study results showed that the affinity of users towards technology
is less relevant than the specific circumstances and challenges of the user of automation.
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Figure A.1: Pre-Study Survey
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Figure A.2: Interim Feedback
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Figure A.3: SUS Survey Part 1
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Figure A.4: SUS Survey Part 2
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